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Abstract

This paper proposes a new method called robust mode
connectivity (RMC) to enhance the adversarial robustness
of neural networks (NNs) by exploring a wider range of pa-
rameter space. While adversarial training methods have
shown promising results in enhancing the robustness of
NNs against perturbations, they are limited by considering
only a single type of perturbation during training and hav-
ing limited search capability. RMC aims to address this
limitation by considering multiple ℓp norm perturbations
(p = 1, 2,∞) and building on the concept of mode connec-
tivity to identify a path of NNs with high robustness against
different types of perturbations. The proposed method em-
ploys a multi steepest descent (MSD) algorithm to explore
the parameter space and achieve diversified adversarial ro-
bustness. Experimental results on various datasets and ar-
chitectures demonstrate the effectiveness of RMC.

1. Introduction

Over the past ten years, neural networks (NNs) have
been widely utilized in various fields, such as healthcare
[19], face recognition [6, 13], and power systems [1, 16]
that require high security. NNs are essential components
of deep learning, as they can learn the desired mappings
from a given set of data. However, despite NNs’ ability to
accurately identify the underlying relationships in the data,
they are sensitive to even the slightest changes in the inputs,
known as adversarial perturbations [2, 11, 17, 26]. This vul-
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nerability raises concerns about the trustworthiness of these
models.

Figure 1. The Robust Mode Connectivity (RMC) method works
by finding a path of neural network models that exhibit robustness
to different types of adversarial attacks. Specifically, RMC seeks
to connect two models that are robust to different types of attacks,
such as adversary type 1 and adversary type 2. This path in the pa-
rameter space ensures enhanced robustness against adversary type
1 and adversary type 2.

Recent extensive research has focused on addressing the
vulnerability issues of neural networks (NNs). Among
these efforts, adversarial training and its variants have
demonstrated outstanding performance [17, 20, 27]. Adver-
sarial training aims to update NNs by continuously generat-
ing adversarial examples from clean training data, which
helps NNs learn adversarial distributions and maintain a
certain level of robustness during the inference phase. How-
ever, existing works mostly consider a single type of ℓp
norm perturbation during adversarial training, resulting in
a rapid decline in robustness when faced with perturbations
different from those used in training [22]. Although some
studies have attempted to address this issue by training
NNs with multiple ℓp norm perturbations [3, 4, 18, 21–23],



they have not completely resolved the lack of multiple ad-
versarial robustness. Traditional neural network learning
mechanisms rely on optimization of a single set of parame-
ters. We hypothesize that the weakness stems from the nar-
row search scope of current approaches and suggest that a
successful resilient learning technique must thoroughly ex-
plore a wider range. One technique that meets the require-
ment is population-based optimization, which can explore
a broader range of solutions by maintaining a diverse pop-
ulation of candidate solutions and optimize complex prob-
lems. Such methods typically neglect adversarial robust-
ness [5], have low learning speed [14], or only work in the
input space [24,25]. Recent studies have found that low-loss
high-accuracy paths exist in the parameter space, which is
named mode connectivity and the paths can be found using
an accelerated population-based optimization strategy [9].
Nonetheless, employing this technique alone proves inade-
quate in the adversarial scenario.

Based on the mode connectivity property and the hypoth-
esis that conventional training methods lack space search,
we propose a new method called robust mode connectiv-
ity (RMC). The primary objective of RMC is to find paths
that enhance the diversified ℓp robustness of models when
faced with attacks that adhere to ℓp norms. In this paper,
we consider p = 1, 2,∞. The RMC method builds on the
idea of mode connectivity and employs a multi steepest de-
scent (MSD) algorithm [18] to identify a path of NNs that
exhibit high robustness against different types of perturba-
tions, as depicted in Figure 1. RMC establishes a path in
the parameter space that connects two neural network mod-
els, each with robustness to different types of adversarial
attacks. This path contain points that enhance the overall
robustness against both types of attacks, providing a more
effective defense mechanism.

The remaining sections of this paper are structured as
follows. In Section 2, we begin with a pilot study on in-
jecting robustness into vanilla mode connectivity. Section 3
presents the proposed RMC method in detail. In Section 4,
we report on the experimental results that validate the ef-
fectiveness of the RMC method. Finally, we summarize our
findings and discuss future research directions in Section 5.

2. Exploring the Attainment of Robust Path
with Vanilla Mode Connectivity: A Pilot
Study

2.1. Mode Connectivity

Traditional training methods usually train a model from
scratch, searching the parameter space starting from a ran-
dom initial point. Such training methods, in most cases,
will converge to a local minimum. Mode connectivity is
a property of neural networks where simple paths between
local minimums found by gradient descent methods exist

in the parameter space [8, 9]. The cost function along the
path is similar to the endpoints, which are two sets of neu-
ral network parameters θ1,θ2 ∈ Rd trained by minimizing
a given loss L. The parameter curve ϕ(t;θ) ∈ Rd, t ∈ [0, 1]
is a smooth representation of the path, where ϕ(0;θ) = θ1

and ϕ(1;θ) = θ2.
To find a low-loss path between θ1 and θ2, we minimize

the following expectation over a uniform distribution on the
curve:

min
θ

Et∼q(t;θ)E(x,y)∼D0
L(ϕ(t;θ); (x,y)), (1)

where D0 denotes the benign dataset. q(t;θ) represents the
distribution for sampling the parameters on the path. Note
that using stochastic gradient descent on (1) is generally in-
tractable. Therefore a computationally tractable surrogate
is proposed as follows.

min
θ

Et∼U(0,1)E(x,y)∼D0
L(ϕ(t;θ); (x,y)), (2)

where U(0, 1) denotes the uniform distribution on [0, 1].
Bezier curves [7] and Polygonal chains [10] are commonly
used in mode connectivity to serve as ϕ(t;θ). Training
neural networks on these curves provides many similar-
performing models on low-loss paths. Trough out this pa-
per, we will use quadratic Bezier curve, which is defined as
ϕ(t;θ) = (1− t)2θ1+2t(1− t)θ+ t2θ2. Figure 2 shows a
quadratic Bezier curve obtained from (2) that connects two
models with near-constant loss. It can be seen that mode
connectivity provides an efficient strategy to search the pa-
rameter space.

Figure 2. Mode connectivity in the parameter space found a path
that exhibits nearly constant loss. The endpoints are two pre-
trained models. Quadratic Bezier curve is used in the search.

2.2. Vanilla Mode Connectivity on Robust End-
points

It is evident that vanilla mode connectivity does not ac-
count for robustness nor does it address various types of ad-
versarial attacks. The application of vanilla mode connec-
tivity alone leads to models that lack robustness. However,



by configuring ϕ(0;θ) and ϕ(1;θ) as adversarially-trained
neural networks that have been exposed to different types
of perturbations, the application of equation (2) could po-
tentially yield a path comprising points that exhibit a high
degree of robustness against all types of perturbations.

ϕ(0;θ) and ϕ(1;θ) are firstly trained by the min-
max optimization-based adversarial training (AT), as doc-
umented in [17]. AT can be summarized as follows:

min
θ

E(x,y)∈D0
[ max
Disti(x′,x)≤δi

L(θ;x′, y)], (3)

where the δis are sufficiently small values, and Distis are
distance measurement functions. The inner maximization
optimization is usually referred to as an adversarial attack
[17]. In this paper, we restrict the distance measures Distis
to be ℓp norms, where p = 1, 2, or,∞. A practical way to
solve the inner maximization optimization in (3) is to apply
gradient descent and projection Pδi that maps the perturba-
tion ϵi = x′ − x to a feasible set, which is usually referred
to as the PGD attack. We will use ℓp-PGD to denote the
PGD attack with the ℓp norm. We shall use the term ℓp-
AT to refer to AT with the ℓp norm. In our setting, ϕ(0;θ)
and ϕ(1;θ) are trained with two different ℓp-AT. Below we
provide the detailed settings.

Settings of vanilla mode connectivity on robust end-
points. We combine two PreResNet110 models [12], one
trained with ℓ∞-AT (δ = 8/255, 150 epochs) and the other
trained with ℓ2-AT (δ = 1, 150 epochs), to find the desired
path using the vanilla mode connectivity (2). The mode
connectivity curve is generated by an additional 50 epochs
of training.

The outcome is presented in Figure 3. The left (right)
endpoint corresponds to the model trained with ℓ∞-AT (ℓ2-
AT). It is evident that the path has a high loss and low robust
accuracy on both types of attacks, although the accuracy on
clean data is still high. This suggests that the vanilla mode
connectivity approach is unable to locate a path that offers
high robustness against ℓ∞-PGD and ℓ2-PGD attacks. The
reason is that the search in the parameter space is still based
on clean training data D0.

3. Robust Mode Connectivity

3.1. Mode Connectivity with Robust Search

While the vanilla mode connectivity seeks to reveal
the underlying geometry of the loss landscape, it explores
the search space based on the original data distribution.
Hence, it cannot yield high robustness by solely utilizing
two adversarially-trained models as endpoints. To address
this issue, we establish a link between mode connectivity
(2) and adversarial training under diversified ℓp adversar-
ial perturbations. We modify the objective (2) to align with

Figure 3. The vanilla mode connectivity (2) is unable to identify
highly robust paths, despite using models trained with ℓ∞-AT and
ℓ2-AT as two extreme points. The models ϕ(0;θ) and ϕ(1;θ) are
trained with ℓ∞-AT (δ = 8/255, 150 epochs) and ℓ2-AT (δ = 1,
150 epochs), respectively.

Algorithm 1 Robust Mode Connectivity

Require: ϕ(0;θ), ϕ(1;θ) - two selected models with the
same structure (potentially trained with different strate-
gies, e.g., AT under different perturbation types); initial
model θ0; the perturbation types i ∈ I and the corre-
sponding projections Pδi ; training set D0; inner loop
iteration number J ; batch size B; initial perturbation
ϵ(0) = 0.

1: θ = θ0.
2: For each data batch Db ∈ D0 in each epoch e ∈ E, do
3: Uniformly select t ∼ U(0, 1).
4: For ∀x ∈ Db, do
5: for j = 1, · · · , J do
6: for i ∈ I do
7: ϵ

(j)
i ← Pδi [ϵ

(j−1)−∇ϵL(ϕ(t;θ);x+ ϵ(j−1),y)].
8: end for
9: ϵ(j) ← argmax

ϵ
(j)
i ,i∈I

L(ϕ(t;θ);x+ ϵ
(j)
i ,y).

10: end for
11: end For
12: θ ← θ −∇θ

∑
x∈Db

L(ϕ(t;θ);x+ ϵ(j−1),y)
13: end For
14: return θ, ϕ(t;θ),∀t ∈ [0, 1]

our goal. We introduce an adversarial generator in the in-
ner maximization loop and incorporate various perturbation
types in the generator to avoid robustness bias resulting
from a single type of perturbation. As a result, we obtain



(a) Epoch=50 (b) Epoch=100 (c) Epoch=150

Figure 4. By utilizing models trained with ℓ∞-AT and ℓ2-AT as two endpoints, the RMC (4) can identify a highly robust path. The inner
solver for solving (4) is MSD [18], which utilizes perturbations generated by ℓ2 and ℓ∞ norm distance measures. Panel (a)/(b)/(c) requires
50/100/150 epochs to solve.

a model path ϕ(t;θ), t ∈ [0, 1] that is parameterized by θ.

min
θ

Et∼U(0,1)E(x,y)∼D0

∑
i∈I

max
Disti(x′,x)≤δi

L(ϕ(t;θ); (x′,y)),

(4)
where the inner maximization part represents generating
perturbed data from an adversarial strategy with distance
measurement function Disti, and I = {1, 2, · · · , S} de-
notes the number set of the considered types of adversar-
ial strategies. For instance, x′ can be produced by using ℓ2
or ℓ∞ norm distance measures, which are commonly used
in adversarial attacks and adversarial training. Though out
this paper, we restrict the size of I to be two, where the
two adversarial strategies are all ℓp-PGD attacks and are the
same as the AT used in two endpoints. We remark that the
size of I can be larger and beyond the adversarial strate-
gies used in two endpoints. For the two endpoints, we use
two models trained by (3), possibly under different pertur-
bation types, denoted as ϕ(0;θ) and ϕ(1;θ), respectively.
In this paper, we adopt a quadratic Bezier curve to represent
the path, whereby a model at a point t can be expressed as
ϕ(t;θ) = (1− t)2θ1+2t(1− t)θ+ t2θ2. Similar to vanilla
mode connectivity, (4) is a computationally feasible relax-
ation obtained by directly sampling t from a uniform distri-
bution U(0, 1) during optimization. Data points (x′,y) are
generated by taking a union of adversarial strategies. There-
fore, we ensure that the path we discover consistently adapts
to the relevant adversarial perturbations.

We refer to (4) as the Robust Mode Connectivity (RMC).
It is noteworthy that a group of models, comprising all
points in the path, are produced from two initial models.
Hence, RMC is a population-based optimization method.
The subsequent step involves determining how to tackle (4).

3.2. Solving Robust Mode connectivity

Resolving (4) is a challenging task due to the pres-
ence of multi-type perturbations. The most straightforward

approaches involve utilizing the ‘MAX’ or ‘AVG’ strate-
gies proposed in [22], wherein the inner loss is acquired
by selecting the type of perturbation that yields the maxi-
mum loss or by averaging the loss across all perturbation
types. Nonetheless, both strategies treat perturbations in-
dependently. To overcome this limitation, we employ a
Multi Steepest Descent (MSD) technique that includes di-
verse perturbation models within each step of the projected
steepest descent to generate a PGD adversary with complete
knowledge of the perturbation region [18]. The core con-
cept involves maximizing the worst-case loss across all per-
turbation models at each step simultaneously.

Figure 5. Curves obtained from two models trained by ℓ1-AT and
ℓ∞-AT contain points with higher robustness on ℓ1 and ℓ∞-PGD
attacks. The paths are obtained by training 50 epochs. The two
endpoints are trained for 150 epochs.



(a) CIFAR100 (b) WideResNet-28-10

Figure 6. RMC is capable of discovering paths that contain points with high robustness on a range of datasets and model architectures. As
shown in the left (right) figure, RMC finds a path with high robustness on the CIFAR-100 dataset (WideResNet-28-10 architecture). These
paths were obtained by training for 50 epochs, with two endpoints trained using ℓ∞ and ℓ2-AT.

The details of the proposed RMC is shown in Algo-
rithm 1. In each iteration, we consider all types of perturba-
tions. To illustrate the effective of the proposed RMC, we
conduct the following experiments. We utilize the two end-
points ϕ(0;θ) and ϕ(1;θ) trained with ℓ∞-AT (δ = 8/255,
150 epochs) and ℓ2-AT (δ = 1, 150 epochs) as before, and
apply RMC (4) with MSD as the inner solver to obtain the
path. Figure 4 displays the results of training for an addi-
tional 50/100/150 epochs using perturbed data generated by
ℓ2 and ℓ∞ norm distance measures. In contrast to Figure 3,
the paths contain points with both high accuracy and robust-
ness against ℓ∞-PGD and ℓ2-PGD attacks. Although the
left endpoint has low ℓ2 robustness and the right endpoint
has relatively low ℓ∞ robustness, the points in the connec-
tion have larger ℓ2 robustness (ℓ∞ robustness) than the left
(right) endpoint. In other words, robust mode connectivity
can find a path with high robustness against all considered
perturbations. Note that RMC is also a defense mechanism,
as we can select the model in the path with the highest ro-
bustness. In the multi-type perturbation setting, the robust-
ness is defined as the smallest robust accuracy under each
ℓp-PGD attacks. The highest robustness is 48.19% in panel
(a). Increasing the epoch number for solving (4) leads to
smoother paths. Additionally, the optimal points in panels
(a), (b), and (c) have similar robustness. If the goal is to
select an optimal model from the path, conducting training
with a small number of epochs is sufficient.

4. Experiments

The figures presented in Figures 3 and 4 demonstrate that
utilizing the proposed Robust Mode Connectivity (RMC)
can identify a path containing points that exhibit high ro-

bustness against various ℓp perturbations. In this section,
we perform further experiments to provide a more thorough
analysis of the effectiveness of RMC.

4.1. Settings

We conducted experiments to validate our proposed
methods on CIFAR-10 and CIFAR-100 datasets [15], us-
ing PreResNet110 and WideResNet-28-10 architectures. In
this work, we considered three types of perturbation norms,
namely ℓ∞, ℓ2, and ℓ1, with perturbations constrained by
δ = 8/255, 1, and 12, respectively, and we use AT to
obtain endpoint models. We compared our methods with
the standard ℓ∞-AT baseline [17] and the state-of-the-art
method MSD [18]. The evaluation metrics included stan-
dard accuracy on clean test data, robust accuracies under
ℓ∞, ℓ2, ℓ1-PGD adversarial attacks, and accuracy on worst-
case sample-wise (Union) using all three basic PGD adver-
sarial attacks, and robustness on ℓ∞ and ℓ2-PGD adversarial
attacks.

4.2. Results

ℓ∞-AT trained model with ℓ1-AT trained model. We ex-
panded our analysis by incorporating an additional ℓ1-AT
trained model, which we combined with the ℓ∞-AT trained
model. Figure 5 presents the results of our evaluation. We
trained two endpoints for 150 epochs and obtained the path
by conducting an additional 50 epochs. The right endpoint,
corresponding to the ℓ1-AT trained model, shows high re-
silience against ℓ1 perturbations but is vulnerable to ℓ∞
perturbations. Conversely, the left endpoint, i.e., the ℓ∞-
AT trained model, demonstrates high resilience against ℓ∞
perturbations and can also withstand a certain level of ℓ1
perturbations. By utilizing the RMC method, we obtained a



Standard Accuracy ℓ∞-PGD (δ = 8/255) ℓ2-PGD (δ = 1) ℓ1-PGD (δ = 12) Union
ℓ∞-AT 85.00% 49.03% 29.66% 16.61% 21.85%

MSD
(two types of pert) 81.61% 48.57% 45.92% 35.64% 34.37%

RMC
(ours, two types of pert) 80.90% 48.19% 48.63% 38.05% 36.3%

Table 1. RMC can achieve the highest robustness level against ℓ∞-PGD and ℓ2-PGD attacks among all defenses. We mark the robustness
(the lowest robust accuracy) using an underline. RMC also has the highest robustness against the ℓ1-PGD attack and Union. The baselines
(ℓ∞-AT [17] and MSD [18]) are trained with 200 epochs. Our RMC method with ℓ∞ and ℓ2 norm perturbations was trained with 150
epochs’ endpoints and 50 epochs’ path search.

path that exhibited improved robustness against both types
of attacks.
RMC on CIFAR-100 and WideResNet-28-10. In this
study, we assess the effectiveness of RMC using the
WideResNet-28-10 model architecture on CIFAR-100. We
explore two types of perturbations generated from ℓ∞ and
ℓ2-PGD attacks. Our training approach includes 150 epochs
for endpoints and an additional 50 epochs for path search
costs. Figure 6 indicates that high robustness points are
obtained when replacing CIFAR-10 with CIFAR-100 and
PreResNet110 with WideResNet-28-10, demonstrating the
adaptability of RMC across different datasets and architec-
tures.

Comparing RMC with baseline methods. In Table 1,
we provide a comparison between our proposed RMC, a
ℓ∞-AT baseline [17], and MSD [18]. According to the
report from a recent work [4], [18] is the existing SOTA
method for achieving diversified adversarial robustness. In
this comparison, we are interested not only in identifying a
robust path but also in pinpointing the optimal point. The
optimal point is selected by checking the points with high-
est robustness on the curve. All baselines are trained for
200 epochs. We evaluated their performance under ℓ∞-
PGD and ℓ2-PGD attacks, and marked the corresponding
robustness (i.e., the lowest robust accuracy) with an under-
line. We also test these methods using the ℓ1-PGD attack,
which serves as a metric to evaluate the robustness against
unforeseen attacks. Additionally, we highlighted the high-
est accuracy in the Union column. One can see that RMC
can achieve the highest robustness level against ℓ∞-PGD
and ℓ2-PGD attacks among all defenses. RMC also has the
highest robustness against the ℓ1-PGD attack and Union.

5. Conclusion
In this paper, we proposed a new method called robust

mode connectivity (RMC) to search parameter space to find
paths that enhance the adversarial robustness of neural net-
works (NNs) against multiple types of perturbations. By
building on the concept of mode connectivity and employ-
ing a multi steepest descent (MSD) algorithm, RMC ex-

plored a wider range of parameter space and identified a
path of NNs with high robustness against different types
of ℓp norm perturbations (p = 1, 2,∞). Extensive exper-
iments on various datasets demonstrated the effectiveness
of RMC in achieving diversified adversarial robustness and
outperforming existing adversarial training methods.

Our work suggests that exploring a broader range of pa-
rameter space is crucial for achieving strong adversarial ro-
bustness in NNs. The proposed RMC method provides a
new avenue for enhancing adversarial robustness by lever-
aging population-based optimization. Future work can in-
vestigate the extension of RMC to more types of perturba-
tions and evaluate its robustness against more complex at-
tacks. To further improve the robustness, it is possible to
develop a multi-stage RMC-based optimization regime that
contains multiple RMC units and takes different perturba-
tion types into consideration. The proposed method can also
be applied to other machine learning tasks beyond adversar-
ial robustness, where exploring a wider range of parameter
space can enhance model performance.
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